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Abstract. This paper deals with the development of a method for predicting the trajectory of a pseudo-
stationary fragment of the economic cycle. The latter is represented by discrete values (readouts) of
random oscillations of the income function. The statistical equivalence of these readouts and second-
order autoregression (Yule series) led to the adaptation of the autoregressive model to the specified
fragment of the cycle. It is proposed to use the adapted autoregressive model as a tool for predicting cycle
values via the method of statistical tests (Monte-Carlo) by forming the most probable cycle trajectory.
The procedure for the formation of the cycle trajectory is described in detail and its parameters have
formal justifications. The content of the subsequent statistical analysis of the simulation results is
illustrated by the example of determining the instant of the predicted peak value of the cycle. The
presented method is applicable in macroeconomic and econometric problems, the solution to which
requires knowledge of the predicted trajectory of the cycle under consideration.
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INTRODUCTION

Economy of a specified territory (region, country, world) is a mega-system with very slow processes that
can last for years or even decades. Human participation in the implementation of these processes makes it
possible to influence the trajectory of economic development in real time. For the conscious management
of economic processes, it is necessary to know the mechanism of its formation. Knowledge about such
a mechanism is formalized, as a rule, in the form of its mathematical model.

The model of economic cycles, as proposed in reference (Karmalita, 2020), is based on a probabilistic
description of the investment function and the perception of the economic system as a material object with
certain inherent properties. In accordance with this approach, the investment function /(7) is the sum of all
(N < o0) existing investments, each of which is represented in the form shown in Fig. 1.

Here C AC and T are the initial capital, return and duration of the ;* " investment cycle. Formally, the
function Ift) is the sum w1th two terms:

()Zf( (1) + E(1), (1)

where M(¥) is the deterministic component of the investment function, and E(?) is the stochastic one. This
means that M(¢) forms a long-term trend of income, whose oscillations Z(f) are induced by fluctuations E(¢)
in investments.

As for the system model itself, it represents the cycle as random oscillations generated by a linear elas-
tic system with the natural frequency f, = 1/7;, and damping factor 4 under the influence of the Gaussian
white noise £(f) (Bolotin, 1984). Mathematically, the cycle model is represented by an ordinary differential
equation of the second order:

E(t)+2hE(t)+(27cf0)2E(t) =E(1), 2)

where E(f) represents random oscillations of income, and E(f) — fluctuations of investments in the form of
white noise. This model provides the ability to manage a cycle trajectory via spurring/curbing of only those
investments that have durations correlated to the cycle period 7, (Karmalita, 2020). To clarify this approach,
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Fig. 1. Diagram of the j’h investment cycle Fig. 2. Amplitude and phase frequency characteristics of the

linear elastic system

let us turn to the variable values of the investment cycle (Fig. 1), which correspond to the period of the so-
called sawtooth function F(f). This periodic function can be represented by the infinite Fourier series:

AC. =
F(t)=—23sinQnlt /T)) /1.
=1

Y
In particular, the first (/ = 1) harmonic sin(27tz/7;) is shown in Fig. 1. This means that the concept of
the frequency (period) of the economic cycle is quite applicable to the analysis of economic systems. There-
fore, consider the properties of the linear elastic system in the frequency domain, which are described by its
amplitude A(f) and phase @(f) frequency characteristics (Fig. 2).

A(f) determines the ratio of the amplitudes of the input and output harmonics of the system. ®D(f) is the
difference between their phases, which is equivalent to the time delay of the output process with respect to
the input process.

Fig. 2a clearly demonstrates that the main part of the range (+30:) of income oscillations is formed by
investment fluctuations concentrated in the frequency range 0.7 < f/f, < 1.4. This fact allows targeted mana-
gement of the cycle affecting only investments with the following durations 7}: 7 /1.4 < T/ <T,/0.7.

From Fig. 2b it follows that these actions lead to a tangible change in the intensity of the considered
cycle Z(f) with a time delay of a quarter of the cycle period (7/4). Therefore, the practical application of
the above approach assumes advanced (at least, by half cycle period) knowledge of moment 7, of the cycle
peak. This fact determines the purpose of this article — the development of a method for predicting the tra-

jectory of the economic cycle.

PREDICTING THE TIME OF THE CYCLE PEAK

We‘ll proceed from the fact that there is a fragment of the income function X(#) on the interval f,..., 7.,
where 7. is the current moment of time. Moreover, this fragment is assumed to be pseudo-stationary
(Karmalita, 2020), that is, the evolutionary change in the parameters of model (2) over indicated time
interval corresponds to the statistical variability of their estimates with a confidence level P. Further,
we assume that the fragment has a discrete representation with a sampling interval Az: x; = X(¢,) =

= X(iAp), i = 1,..., n.

Recall that values £, of the business cycle may be formed from readouts x; of the income function by
means of a filter with the bandwidth f1(0.7/y), ..., £,(1.4/y): €, = Zq c,X

1=1 [77i-1"
In reference (Karmalita, 2020), a discrete model of random oscillations Z(#) is proposed in the form of
the second-order autoregressive model AR(2):
=ai§,  Tag , te 3)
The random process generated by model (3) is called the Yule series. From the condition of its statistical

equivalence to the random oscillation readouts, the relationship between the parameters of model (2) and
the coefficients of model (3) was established in the form of the following expressions (Karmalita, 2020):

h=-0.5In(-a,)/ At; f, ~(2mAr) ' cos™ (al /2-a, ) )
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Thus, the problem of predicting the trajectory of the economic cycle is reduced to calculating the subsequent
values of the AR(2) process. The initial values of these calculations are readouts §,_; and §, from the pseudo-
stationary fragment of the concerned cycle.

To implement the procedure for predicting the cycle trajectory, it is necessary to adapt model (3) to the
empiric values of §; (i = 1, ..., n). Recall that for the first two correlations of the Yule series, it is possible to
compose the Yule—Walker system of equations (Box et al., 2015): p, =a, +a,p;p, =a,p, +a,.

This system of equations can be represented in the matrix form as:
BxA =P, (5)

S A AR )
a)  \p)  \p 1

Implementation of the Cramer’s rule for solving this system yields a relationship of Yule model factors
with series correlations: a, =p, (1 —pz)/(l —pf), a,= (p2 —pf)/(l -p; )

Therefore, the use of maximum likelihood estimates (M LEs) for covariances and correlations of random

oscillation §; in the forms (Brandt, 2014): y, = —27;116&[&” »and p, =y, /¥, provides the following MLEs
of the coefficients of the AR(2) model: n—k

where

51(1_52) i =f)2_f312 (6)
g R
Hereinafter, the symbol «~» denotes the estimates of the corresponding parameters (coefficients). The
presence of estimates (6) allows, using expression (4), to estimate the frequency f:

J,=1/T, ~(2nar) " cos™! (0 5a /\/3)

The adapted model &j =a é +a Ej, +g, makes it possible to form the cycle realization §_,...,§
(m= 1.5T, / Ar). The stochastrc nature of investment fluctuations E(7) predetermines the 1mp1ementatron
of this procedure via the method of statistical tests, in which ¢; is simulated by random numbers. In other
words, modeling of the cycle trajectory can be carried out by the Monte Carlo method (Mazhdrakov et al.,
2018). To utilize this method, one can use a pseudo-random number generator (PRNG) which is available in
the software of modern computers. The numbers thus formed are called pseudo-random, since they are only
approximations of true random numbers, at least because they have a period of repetition of their values.

&:

The essence of statistical tests is as follows. Operator AR(2) with estimates @, and a, can be considered

as a model of a corresponding elastic system with input ¢; and output Ej (Fig. 3).
In other words, the processing of values Ej 1> Ej », and ¢; by the operator AR(2) yields the value E_,j corre-
sponding to the time instant t

Recall that the random numbers ¢; have a Gaussian distribution with a zero mathematical expectation
and the root-mean-square (rms) value o, = OE/KO, where K is the rms gain of the system (Karmahta 2020).

Considering the above expression for estimate y,_ = (S , as well as the expression for K_ in the form

KG :\/ l—a2 1+a2)[(1—az)2 —a; }}, we can write 5, =6, / Kc =,/2[21§f /n/KG.

Therefore, m-fold repetition the calculations of the value &; forms the predicted income oscillations
E,,H, , E,4m- As an example, Fig. 4 shows the trajectory of the process & =1. 47& 0. 83& e which
is represented by 10 readouts per period 7, of the simulated cycle.
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Fig. 3. Statistical simulation of the future cycle values Fig. 4. Readouts of the predicted cycle trajectory

OKOHOMUKA U MATEMATUYECKUWE METOAbI TtomM58 Ne2 2022



PREDICTING THE TRAJECTORY OF ECONOMIC CYCLES 95

Due to the randomness of Ej values, the Monte-Carlo method should provide a representative set of € (/ =
1, ..., k) for each time #,. Determining the predicted cycle peak is a statistical inference (Zacks, 1981), which is
usually made by analyzing the properties of some statistics calculated from the values of the empirical data in
question. In our case, such statistics will be the average value of simulated readouts Ej,:

- k

<L;j :leéﬂ /k' (7)
As an example, consider the value §; = —1.32 shown in Fig. 4. During statistical tests with k£ = 15, the
readouts §; were in the range —2.62, ..., 0.08, and their average value was & =-1.04. Hence, it becomes

necessary to correctly choose the number (k) of generated realizations &, 41y ---» §(p+m)r-

We can make this choice based on the following condition. Let the scatter of the statistics & not exceed
the first order of smallness of Og, that is, o, 3 <o, /10. Then, considering that rms values of variables in ex-

pression (7) are linked via Jk k (Brandt, 2014) we get the value of £ >100.

The realization of estimates &  obtained from the results of statistical tests makes it possible to deter-
mine the parameters of the predicted trajectory. For example, the moment of time 1,18 found by enumerat-
ing the values <";j until the largest one is obtained.

CONCLUSIONS

This paper presents a statistical approach for predicting the trajectory of a pseudo-stationary fragment
of the economic cycle, represented by readouts of income oscillations. It is based on the use of second or-
der autoregression to simulate the cycle trajectory. The autoregressive model adapted to the specified cy-
cle fragment turned out to be an effective tool for predicting cycle values. The method of statistical tests
(Monte-Carlo) was used for the model’s implementation. The corresponding procedure for the formation
of the cycle trajectory is described in detail. The proposed rules for choosing the parameters of this pro-
cedure have formal justification. The subsequent statistical analysis of the simulation results has also been
established. As the statistics g, is an estimate of the mathematical expectation (mode) of the Gaussian dis-
tribution, the generated realization of estimates i can be classified as the most probable trajectory of the
cycle. Accordmgly, the parameters of the trajectory, for example, the moment of its peak (t ), will also be
the most likely.

The developed method is applicable in macroeconomic and econometric problems, the solution of which
requires knowledge of the predicted trajectory of the cycle under consideration.
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Annoranusa. CtaThs NOCBsIIEHa pa3padboTKe MeToda IMPOrHo3a TPaeKTOPUM IICEBAOCTAIMOHAPHOTO
(bparmeHTa 5KOHOMMUYECKOTO LMKJA, MPEICTABIEHHOTO AUCKPETHBIMU OTCUYETAMU CIY4YalHBIX
KoJjiebaHuit pyHKiMuU goxonoB. CTaTrcTuyeckast 5KBUBAJIEHTHOCTh MOCJIETHUX MPOLIECCY aBTOPETrpPecCruu
Broporo nopsinka (psx FOna) o6ycioBuia mprMeHEeHNe MOIEIN 3TOTO Psijia IUTSl IIPOTHO3a TPAeKTOPUH
nukia. Peanusamnus 3Toil mporuenypbl OCYIIECTBISETCS METOAOM CTaTUCTUYECKMX MCITBITAaHUMI
(MonTe-Kapio) ¢ uenbto popmupoBaHust HauboJjiee BEpOSITHOM TpaeKTopuu Lukiaa. OrnpeneneHbl
Kak (popMasibHbIe MTapaMeTPphl 3TUX UCTIBITAHUI, TaK U CONEPXKaHUE TTOCSIYIONIEro CTaTUCTUYECKOTO
aHaJM3a pe3yJIbTaTOB MOIEIMPOBaHus. [IpencTaBieHHBIM B paboTe MOIXON WUTIOCTPUPYETCS IIPUMEPOM
oTpe/eieHNs MOMEHTA HACTYTUIEHUS TIPOTHO3UPYEMOTO IMMMKOBOTO 3HAUeHUs 1TuKJIa. PaspaboTaHHbIi
METOI MPUMEHUM B MAaKPOOSKOHOMMYECKUX M SKOHOMETPUUECKUX 3aJaydax, TPeOYIoIuX 3HaHUS
MPOTHO3UPYEMOIi TPAEKTOPUU PACCMATPUBAEMOTO LIMKJIA.

KiroueBbie ci1o0Ba: 5KOHOMMYECKUIM LUK, CydaiiHble KonebaHus, psia FOma, olieHKY MaKCMMaJabHOTO
MpaBIONoa00usI, ICeBAOCTALIMOHAPHOCTD, TPAEKTOPUSI LIUKJIA.
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